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Figure 1: EchoSight leverages in-situ optical backscatter tethering to achieve a look-and-control bidirectional interaction on 
commercial AR glasses. This process mimics human’s natural interaction with low mental burden. EchoSight requires no 
pre-registration or network connection, facilitating scenarios where interactions are opportunistic and impromptu. 

Abstract 
Emerging AR applications require seamless integration of the vir-
tual and physical worlds, which calls for tools that support both 
passive perception and active manipulation of the environment, en-
abling bidirectional interaction. We introduce EchoSight, a system 
for AR glasses that enables efficient look-and-control bidirectional 
interaction. EchoSight exploits optical wireless communication 
to instantaneously connect virtual data with its physical counter-
part. EchoSight’s unique dual-element optical design leverages 
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beam directionality to automatically align the user’s focus with 
target objects, reducing the overhead in both target identification 
and subsequent communication. This approach streamlines user 
interaction, reducing cognitive load and enhancing engagement. 
Our evaluations demonstrate EchoSight’s effectiveness for room-
scale communication, achieving distances up to 5 m and viewing 
angles up to 120 degrees. A study with 12 participants confirms 
EchoSight’s improved efficiency and user experience over tradi-
tional methods, such as QR Code scanning and voice control, in AR 
IoT applications. 

CCS Concepts 
• Human-centered computing → Mixed / augmented reality. 
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1 Introduction 
The rapid advancement in Augmented Reality (AR) technology has 
significantly enhanced our ability to explore and interact with the 
environment. Traditionally, AR has focused on directing data flow 
from the physical world to the virtual realm, aiming to create digital 
counterparts that enhance human passive perception. We refer to 
these AR systems as passive AR, which primarily processes sensory 
data from the physical world, such as a user’s location, orientation, 
and the surrounding physical anchors. Consequently, AR has led to 
wide applications in education [5, 72], entertainment [32, 50], and 
the retail industry [3, 49], where augmented perception improves 
efficiency and experience. 

Although passive AR has profoundly influenced how we perceive 
the world, there is a growing need for active AR that enables the 
users to actively alter real-world objects’ states, such as changing 
appearance or making control actions. Nowadays, researchers have 
been dedicated to creating systems that emphasize both passive per-
ception and active manipulation capabilities. The recent proposal 
of bidirectional interaction [12, 38, 75] aims to seamlessly bridge 
virtual and physical realms by combining passive AR and active 
AR. It supports passive augmented environment perception, while 
also providing an active way to influence physical objects in the 
environment. For instance, Sketched Reality [29] and MechARspace 
[76] emphasize the active data path that alters the physical states 
of toys or robots to reflect the changes of virtual counterparts. In-
foLED [68] and LightAnchors [2] allow the user to both passively 
acquire sensor data via smartphone scanning, and then actively 
adjust the host device’s parameters such as on/off states, via a sub-
sequent wireless connection. These advancements demonstrate the 
potential of AR to not only augment our perception of the world, 
but also enhance our ability to shape and modify the world. 

However, further development of bidirectional interaction sys-
tems faces non-negligible hurdles due to asymmetric hardware 
capabilities, with passive perception outpacing active manipulation. 
This imbalance makes active AR less fluent and natural than passive 
AR, primarily due to two issues: accurate identification and low-
latency communication. Accurate identification relies on scanning 
and matching identifiers (e.g., QR Codes or visual features) captured 
by cameras and compared against a local database. However, this 
process struggles with blurry targets caused by distance, size, or 
poor lighting, forcing users to reposition. Additionally, matching 
becomes difficult when multiple nearby targets have similar ap-
pearances, compromising both accuracy and speed. Low-latency 
communication is crucial for smooth interaction by minimizing 
delays in data transfer between users and target devices. Current 
systems depend on radio frequency (RF) methods (e.g., BLE, Wi-
Fi), which require pre-connection (e.g., pairing or network setup), 
introducing delays. This is especially problematic in multi-target 
systems, where frequent device switching reduces efficiency. For 

example, in human-robot collaboration [12, 34, 38] this delay signif-
icantly reduces efficiency. Including all devices in a single network 
also limits mobility, hindering dynamic applications like multi-
drone control. In summary, current bidirectional systems struggle 
to consistently provide accurate identification and low-latency com-
munication across different scenarios, limiting their scalability and 
real-world application. 

To enable efficient bidirectional interactions with symmetric 
passive and active capabilities, we propose EchoSight for natural 
interaction: users simply look at a target for one-step identification 
and directly communicate with it via an in-situ data link, bypassing 
the need for separate identification and connection processes. In 
EchoSight, the "in-situ" data link is activated only when needed, 
and encapsulates all interaction data locally within the optical 
link, eliminating the need for external networks. This approach 
enables flexible interactions in environments without pre-existing 
network infrastructure or device pre-registration, supporting op-
portunistic offline engagements. By eliminating additional selection 
and pairing steps, this look-and-control interaction workflow lets 
users focus on their tasks, making the interaction seamless and effi-
cient. EchoSight consists of two components: the SightReader 
(for commercial AR glasses) and the EchoTag (for smart objects). 
Together, they form a local optical communication channel that 
enables bidirectional data transfer with high directionality in an 
echo-like manner, aligning the user’s focus with the target object. 
Specifically addressing the identification challenge, EchoSight al-
lows users to link to a target by simply looking at it. This design 
reduces the typical two-step identification process to a one-step 
retrieval, enabling accurate identification with minimal time cost. 
For the communication challenge, we devise a dual-element optical 
design that leverages the inherent directionality of optical signals 
to create an echo-like data channel. This allows for low-latency 
bidirectional data transmission with minimal interference with 
out-of-focus targets. 

We validate the communication performance of EchoSight with 
a system evaluation, where metrics such as communication and 
angle under various lighting conditions are measured. The results 
reveal that EchoSight supports communication distances up to 
5 m and a viewing angle of up to 120 degrees, suitable for most 
room-scale bidirectional interactions. Additionally, to assess the 
effectiveness of EchoSight in improving the fluency of Human-
Computer Interaction (HCI) tasks, we conduct a user study involv-
ing 12 participants, where EchoSight is compared to traditional 
QR Code scan or voice recognition systems in an emulated Internet 
of things (IoT) scenario. The results show that EchoSight is able 
to achieve at least 5x interaction latency reduction, by minimizing 
the time overhead for identification and connection. NASA-TLX 
results show lower mental load and improved fluency compared to 
other methods. Finally, we demonstrate EchoSight through three 
applications, including industrial robotics, everyday IoT, and AR 
social media applications. 
Contributions. 

• We present the design and implementation of EchoSight, a sys-
tem for bidirectional interaction between AR glasses and smart 
devices that leverages the high directionality of optical signals 
to enable an efficient look-and-control interaction scheme. 

https://doi.org/10.1145/3706598.3713925
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• We conduct a system evaluation that measures EchoSight’s 
communication performance under various conditions. The 
results confirm that its hardware and optical design support 
common room-scale bidirectional interaction applications. 

• We conduct a user study that compares EchoSight to tradi-
tional scan or voice-based bidirectional interaction systems. By 
analyzing multi-stage time consumption of interaction tasks in 
an emulated IoT scenario, we verify that EchoSight improves 
both interaction fluency and overall user experience. 

2 Related Work 

2.1 Bidirectional Virtual-Physical Interaction 
Classic uni-directional AR systems overlay virtual data onto the 
real world, allowing passive perception of augmented information, 
which acts like an expanded smartphone screen [19, 60]. While this 
provides more space for information, the growing hardware sensing 
capabilities demand a deeper integration of virtual and physical 
worlds [71]. Modern spatial computing systems go beyond pas-
sive display, requiring tight bidirectional synchronization between 
virtual data and physical objects [45], with virtual data reflect-
ing real-world object states. Recent studies focus on cross-device 
synchronization. BISHARE [75] enables bidirectional interaction 
between a smartphone and AR head-mounted display (HMD) via 
Wi-Fi, with the HMD tracking the smartphone’s physical state (e.g., 
position, and orientation) and the smartphone controlling virtual 
objects in the HMD. STREAM [26] achieves similar synchronization 
between a tablet and HMD, using the tablet as a spatial anchor to 
control the menu based on the user’s gaze. Other studies focus on 
bidirectional interaction with physical smart objects. eyemR-Vis 
[28] synchronizes gaze cues between users for AR collaboration 
over the Internet, using physical markers as relays. HoloBots [27] 
extends this by enabling bidirectional interaction between a re-
mote user and a local robot, enhancing remote collaboration. These 
systems use a bidirectional virtual-physical link to improve respon-
siveness and fluency across fields like education [43, 74], industry 
[13, 21], and VR entertainment [33, 36]. 

Recent advances in spatial computing demand not only passive 
world sensing but also actively altering the physical world. New 
systems focus on enabling direct manipulation of physical objects, 
alongside bidirectional synchronization of physical information. For 
example, MechARspace [76] synchronizes virtual data with physical 
toys, using Wi-Fi and MQTT to reflect the toys’ states in the user 
interface (UI), allowing users to trigger actions in the toys. Sketched 
Reality [29] enables virtual sketches to control physical robots via 
Wi-Fi, creating a shared interaction space. Closest to our work, 
InfoLED [68] and LightAnchors [2] explore bidirectional interaction 
by allowing smartphones to acquire information from and control 
smart devices with LEDs over BLE or Wi-Fi. However, these systems 
often focus more on passive augmentation, with limited capacity 
to actively alter the physical world due to slow identification and 
connection times. Newer systems, like IRIS [31], use contextual 
images and inertial sensors for point-and-control interaction very 
similar to EchoSight, but still rely on local network connectivity 
and pre-registered devices, limiting scalability. 

In contrast, EchoSight enhances bidirectional interaction through 
a novel optical communication design. By using directional optical 

beams, EchoSight enables instantaneous recognition of targets 
and seamless interaction without the overhead of identification and 
connection. All data is exchanged locally, without network depen-
dency. This reduces latency and improves the synchronization of 
virtual-physical information, thus enhancing the user’s ability to 
actively alter the environment. 

2.2 Context-aware Interaction in Smart 
Environment 

Smart environments aim to enhance HCI by utilizing dispersed 
devices and contextual information, such as target location and 
user orientation, to optimize workflows and provide customized 
feedback [14, 69]. Early systems like Smart Sinks [7] automated 
tasks such as sink height adjustment and used LED feedback for 
temperature indication. Later research [35, 57] expanded contextual 
interactivity with gesture recognition [47, 70], optical target iden-
tification [59, 67], and tangible displays [40, 66]. With the rise of 
augmented reality (AR), there is a growing need for faster and more 
precise contextual data acquisition, including digital IDs. Marker-
based methods, such as ARTag [55, 56], attach identity data to ob-
jects for accurate localization. However, these methods suffer from 
limited data capacity, tracking issues in complex environments, and 
visual intrusiveness. New approaches like InfraredTags [18] and 
BrightMarker [16] integrate infrared and fluorescent materials into 
3D printed objects, improving tracking and reducing obtrusiveness. 
Other efforts focus on enhancing marker aesthetics and fabrication 
for broader deployment [16, 22, 64]. Marker-less methods are also 
advancing. Early techniques, such as SIFT for smartphone track-
ing [53, 54], have evolved to balance speed and accuracy. Systems 
like InfoLED [68] and LightAnchors [2] use LEDs in smart devices 
for optical communication of digital IDs. XR-Objects [17] lever-
ages Computer Vision (CV), SLAM, and large language models for 
contextual interactions, while BLEselect [73], BLEARVIS [48], and 
X-AR [8] use RF link capabilities such as Angle-of-Arrival (AoA) 
and Synthetic Aperture Radar (SAR) for distinguishing objects or 
penetrating obstacles. A summary of key studies in context-aware 
and bidirectional interaction is provided in Tab. 1. 

Building on previous efforts, EchoSight introduces a novel 
method for extracting contextual data using optical beams’ direc-
tionality. Unlike marker-based systems, EchoSight directly ex-
tracts contextual data from targets and exchanges data via an ad-
hoc optical link, without needing network connections (e.g., Wi-Fi, 
cellular). This link is temporary, focused on the target, and allows 
rapid, local exchange of contextual UI and interaction commands, 
bypassing the time-consuming pre-registration process. 

2.3 Optical Wireless Communication for AR/VR 
Optical Wireless Communication (OWC) is an emerging wireless 
technology offering high-bandwidth, highly-directional communi-
cation, making it ideal for AR/VR applications requiring seamless, 
high-speed data transfer. Compared to conventional RF-based tech-
nologies, OWC is crucial for immersive AR/VR experiences. 

Traditionally, OWC used IR LEDs with simple modulation schemes 
(e.g., RC-5 [44]) for consumer control, like TV remotes, but lacked 
angular specificity and user input. Recent research has explored 
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Table 1: Comparison of feature of current context-aware and bidirectional interaction systems. 

Phase Identification Communication 

Type Marker-based Marker-less Connection-based Connection-free 

Method 
Printed 
marker 

Embedded 
marker 

Visual 
feature 

RF 
identity 

LED 
pattern 

Optical 
tethering 

Local 
network 

RF 
Optical 
tethering 

Work 

InfraredTags [18] 
BrightMarker [16] ✓ ✓ 

InfoLED [68] 
LightAnchors [2] ✓ ✓ 

SeedMarkers [22] 
eyemR-Vis [28] ✓ ✓ 

XR-Objects [17] 
BLEARVIS [48] 
BISHARE [75] 
STREAM [26] 
HoloBots [27] 

MechARspace [76] 
Sketched Reality [29] 

✓ ✓ 

BLEselect [73] ✓ ✓ 

X-AR [8] 
IRIS [31] ✓ ✓ ✓ ✓ 

EchoSight ✓ ✓ 

OWC for directional data exchange in AR/VR. Active OWC sys-
tems with high-speed transmitters can achieve Gbps data rates for 
point-to-point links, supporting high-bandwidth AR/VR streaming. 
For example, Cyclops [23] uses Gbps optical fiber transceivers with 
free-space optical tracking for VR headsets. Lasertag [11] enhances 
high-speed target tracking with retroreflective markers for high 
signal-to-noise ratio (SNR), enabling speeds up to 6.5 m/s. However, 
these systems require bulky hardware, limiting their use in light-
weight, mobile AR scenarios. Passive OWC, using reflective materi-
als for optical tethering, offers a lightweight solution. Early studies 
demonstrated that high directionality of backscattered light aids 
in rapid target acquisition [37], though they lacked bidirectional 
communication. Recent developments added optical modulators 
to retroreflective materials, enabling bidirectional communication 
[65], with improvements in range [58] and data rates [63]. 

While OWC has been explored for high data rates and low la-
tency networking, its application in Human-Computer Interac-
tion (HCI) scenarios, focusing on interaction modality and user 
attention, has been limited. Building on the latest passive OWC 
technologies, EchoSight is the first to adapt it for bidirectional 
virtual-physical interaction in HCI tasks. EchoSight combines 
OWC’s high directionality with gesture control in lightweight AR 
glasses. It uses a dual-element design with two optical channels 
for precise alignment, leveraging user attention to bypass time-
consuming identification and pre-connection steps. This enables 
intuitive, look-and-control bidirectional interaction. Since all data 
is exchanged locally, EchoSight does not rely on external net-
works, offering flexibility for spontaneous interactions. As a result, 
EchoSight enhances the scalability and flexibility of future AR 
applications, providing a streamlined, holistic user experience. 

3 System Overview 

3.1 EchoSight’s Workflow 
With EchoSight, when a user intends to interact with a target 
object, he only needs to look at the target and make the ’point’ 
gesture. As shown in Fig. 2, this will instantly trigger a one-step 
identification process. The target device ID as well as the corre-
sponding control menu data is directly retrieved from the target 
device’s EchoTag, and this data is parsed at SightReader and then 
displayed in the UI as a command menu, listing all possible actions 
and their corresponding gestures. Interactions proceed directly via 
the infrared link, and once the user’s task concludes, simply looking 
away from the object causes EchoSight to automatically recognize 
this intention and hide the menu. 

Note that with EchoSight, the target is selected directly from 
the user’s focal area, bypassing the need for a selecting menu. Also, 
all the data transmission is confined to a highly focused optical link, 
eliminating the prerequisite of pairing or establishing a connection. 
This creates a look-and-control interaction style that mirrors the 
natural way humans interact with objects in proximity. This is also 
the main contribution of EchoSight— by speeding up the target 
identification without manual selection, and removing unneces-
sary time overhead caused by the wireless connection, EchoSight 
streamlines the whole interaction to be more fluent and natural. 

3.2 EchoSight’s Optical Tethering Mechanism 
Similar to common wireless networking techniques like BLE or Wi-
Fi, optical tethering establishes a bidirectional data transmission 
link between two devices. The difference is that optical tethering 
utilizes optical beams as the data carrier rather than electromagnetic 
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Figure 2: Workflow of EchoSight for bidirectional interaction. 

waves as BLE or Wi-Fi. Different from electromagnetic waves that 
travel freely in all directions, optical beams only travel along a single 
direction, thus allowing a very concentrated and focused point-to-
point communication. In this way, data can be synchronized among 
two communication devices with minor interference from others, 
hence the name “tethering” as if two devices are closely tethered 
together as a whole system. 

Among ways of implementing optical tethering, EchoSight uti-
lizes near-infrared backscatter communication [10, 52, 63]. Fig. 3 
presents a typical setup for backscatter-based tethering systems. 
The setup involves two communication devices, namely transceivers. 
Each transceiver is able to do two actions: sending data to others 
(called TX), and receiving data from others (called RX). Note that 
although they can both send and receive data, the underlying func-
tional hardware units are slightly different, as most communication 
is not symmetric and one of the transceivers acts more proactively 

while the other more passively. Suppose transceiver A is the proac-
tive one. When sending data to B, the A transceiver embeds data 
onto the light beam emitted from the LED by modifying the inten-
sity of frequency of the beams, using signal modulation techniques 
such as on-off keying (OOK) [15] or amplitude-shift keying (ASK) 
[61]. These modulated light beams are then received by the photo-
diode on B, and data is extracted at B according to the modulation 
pattern. This data link is called a downlink. Conversely, when B 
wants to respond to A, it also needs to embed data onto optical 
beams. However, as B is the passive one without active units like 
LED, it utilizes a weaker but more cost-effective sending unit — op-
tical modulator. Instead of directly emitting light beams, B reflects 
the incoming light beams from A via some reflective material on 
the surface. Simultaneously, B modifies the states of the optical 
modulator, usually in the form of liquid crystal spatial light mod-
ulators (SLM) or digital micro-mirror devices (DMD) [39]. These 
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Figure 3: Structure of a typical backscatter-based optical tethering system and structure of EchoSight. A typical bidirectional 
optical tethering system includes two transceivers A and B. Both of them have one pair of TX/RX hardware units. A uses LEDs 
as TX and photodiodes as RX. B also uses photodiodes as RX, however, for TX it does not directly emit light but instead reflects 
the light from A and uses an optical modulator to embed data on the reflected beams. EchoSight improves traditional optical 
tethering systems with a new dual-element design. In EchoSight, the two transceivers, namely SightReader and EchoTag, 
each have two pairs of TX/RX, creating two orthogonal infrared data channels. EchoSight leverages the complementary 
information in these two channels for alignment detection and interference mitigation. 

modulators work like camera shutters and can modify the intensity 
or frequency of the backscattered light beams, thus sending data 
back to the receiving photodiode on A. This data link is called an 
uplink. The downlink beams are highly directional due to their 
optical intrinsic, while the uplink beams are also highly focused 
since it is backscattered. Synchronizing data within these two links, 
backscatter-based tethering systems create a highly concentrated 
local bidirectional data channel and allow for tight data tethering 
with minor interference. 

EchoSight renovates traditional optical tethering systems to 
cater to the need for symmetric bidirectional interaction scenarios. 
In EchoSight, transceiver A is called SightReader, and B is called 
an EchoTag, both of them feature a custom PCB board that can 
be interfaced with AR glasses or smart appliances. As shown in 
Fig. 3, EchoSight implements three key designs to enable intuitive 
interaction. First, we design a dual-element optical front-end. Being 
"dual-element" means using two groups of TX/RX pairs for the 
SightReader and EchoTag respectively. By leveraging comple-
mentary signals from both groups, we enable alignment detection, 
preventing false triggers from out-of-focus EchoTags and ensuring 

rapid, precise identification. Second, we employ two near-infrared 
bands (850 nm and 940 nm) to create orthogonal, virtually homoge-
neous optical links. Combined with pulse position modulation [42], 
this dual-band signal reduces ambient noise, maximizes transmis-
sion range and speed, and supports low-latency, connection-free 
communication for seamless interactions. Finally, EchoTags are re-
sponsive—they only activate when the SightReader signals them 
and immediately fall asleep after communication, ensuring minimal 
interference from nearby devices and echo-like data transfer. 

4 Hardware Design 

4.1 Design Goals 
We address two key challenges in EchoSight to make the bidirec-
tional interaction more symmetric in both passive perception and 
active manipulation. 
Accurate identification. The first challenge is achieving precise 
identification with minimal time cost. Traditional systems rely 
on a two-step process: capturing object features (QR Codes or 
visual capture) and matching them in a database. While accurate, 
it is inefficient, creating a speed-accuracy trade-off. This raised 
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the question: Is the two-step process necessary? RF signals from 
BLE and Wi-Fi are omnidirectional, and ill-suited for directional 
interactions, while humans naturally engage visually. We concluded 
that identification can be simplified to a single step if the target’s 
identity is directly available. In §4.3, we show how optical signals 
enable streamlined, one-step interactions. 
Low-latency communication. Traditional methods require time-
consuming pairing via BLE or Wi-Fi, which introduces delays in-
compatible with fluid interactions. This led us to ask: Is connec-
tion really needed? Human communication is direct and responsive, 
with no intermediary steps when focused on a target. Inspired by 
this, §4.4 discusses our use of infrared backscatter for low-latency, 
connection-free communication, mirroring natural interactions. 

Figure 4: Mechanism of one-step identification and 
connection-free communication. EchoSight uses a dual-
element design for alignment. When SightReader is 
well aligned with EchoTag, the average DC light intensity 
detected by two PDs on EchoTag will be both above the 
predefined threshold and roughly the same. When not 
aligned, the average intensity of two PDs are not equal with 
a large difference. 

4.2 Hardware Components for Fabrication 
We choose the Samsung Galaxy S21 smartphone and XREAL X 
AR glasses to deploy EchoSight. The system primarily consists 
of two custom-designed PCB boards, namely SightReader and 
EchoTag. For the SightReader, we use dual CREE LED (850 nm 
1W and 940 nm 1W) for the transmitting, and dual LightSensing 
LSSPD-2.5 photodiode (PD) as the receiver. Each LED is equipped 
with a lens with a field of view (FoV) of 5◦ to converge the light. 

The board has an area of 7.1 cm x 12.2 cm. The LED supporter is 
self-designed using Autodesk Fusion 360 and manufactured by CNC 
machining using H-59 brass material. The receiving cabin shell is 
designed and 3D printed using PLA material (BASF Ultrafuse). For 
the EchoTag, the PDs share the same type with SightReader, plus 
a self-manufactured liquid crystal SLM with an area an 3 cm x 3 cm. 
The receiving cabin shell is also 3D printed using PLA material 
(BASF Ultrafuse). The EchoTag board has an area of 6 cm x 6 cm. 
The whole hardware suite is shown in Fig. 5. 

4.3 One-step Identification 
To achieve one-step identification and eliminate the need for scan-
ning, it is essential to perfectly align the user’s focus with the 
target object, enabling the object’s identity to be instantly relayed 
back to the SightReader. EchoSight accomplishes this with a 
dual-element optical design and a complementary signal approach. 

EchoSight’s design ensures precise alignment using dual-LED 
transmitters and dual-PD receivers. Illustrated in Fig. 4, each LED 
and PD on the same side pair up as a transmitting (TX) and receiv-
ing (RX) duo, operating at distinct optical wavelengths—850 nm 
for one pair and 940 nm for the other. Narrow-band light filters 
eliminate interference from other wavelengths, while narrow opti-
cal lenses focus the beams, limiting their FoV. This setup balances 
the infrared channels’ strength as perceived by the EchoTag, and 
equal distances between LEDs and PDs align the optical center of 
the beams with the PD receiver’s core. EchoSight relies on this 
phenomenon to rule out false triggering and only wake up the 
aligned EchoTag, whose identify is then fetched and completes the 
identification. The identity is then used as an authentication key 
for subsequent data transmissions. Other EchoTags out of focus 
will either never receive requests from SightReader due to the 
high directionality of beams, or will remain silent as long as they 
think they are not the target, or the identity data does not match. 
Through this way, EchoSight achieves bidirectional transmission 
without relying on a connection. 

For dependable identity capture, EchoSight employs a comple-
mentary signal strategy. Downlink signals of different wavelengths 
modulate in opposite amplitudes; when the 850 nm channel is high, 
the 940 nm channel is low, and vice versa. This complementary 
pattern, named differential signal [9, 51], mitigates sudden environ-
mental optical noise by allowing interference cancellation through 
signal subtraction at the EchoTag. 

An EchoTag discerns its status as the intended downlink recipi-
ent by confirming two criteria: a) the received signals’ DC compo-
nents are equal, and b) at any given moment, the voltage levels are 
opposite, though the decoded data matches. A minimal threshold 
compensates for slight channel discrepancies due to component 
manufacturing and assembly variances. In scenarios where identity 
information is unnecessary—like interacting with a lone object in a 
room where the user is already familiar with all the commands—this 
process can be simplified to zero steps for smoother experience. 

4.4 Connection-free Communication 
To facilitate natural and responsive communication, it is essential 
to eliminate the need for association without compromising the 
reliability of the point-to-point data link. We designed EchoSight 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Li, et al. 

Figure 5: EchoSight hardware suite. For SightReader, a high-performance STM32H750VB MCU is used as the processor to 
better support ADC/DAC and encoding tasks. A photoconductive trans-impedance amplifier is used to capture infrared beams 
and convert them to electric signals. This trans-impedance amplifier circuit also features an auto gain control design using 
analog switches, to cater to different levels of light intensities at different distances. For TX, a fast charge fast sink MOSFET 
driving circuit is designed to allow fast switching of the LEDs on and off, thus creating modulation. For EchoTag, A low-power 
STM32L432KB MCU is used. The RX shares a similar design to that of SightReader, with minor additional LC filters. For TX, 
An SN74LV595 shift registered is combined with the TIM and LPTIM module to cache the driving data for the SLM pixels. The 
data is then output to the TLV7031 comparator, whose output directly drives the SLM modulator. 

to achieve this responsiveness via infrared backscatter communica-
tion, which eliminates association requirements by employing an 
echo-based responsive data link. 

Upon receiving downlink data, an EchoTag determines whether 
it is the intended target using the methods outlined in §4.3. Once 
confirmation is made, it responds by reflecting the incoming carrier 
signal to the SightReader. The modulation pattern, including am-
plitude and frequency changes, is adjusted by dual SLM modulators 
onboard the EchoTag, one for each infrared channel. The inherent 
directionality of light beams ensures a perfect backscatter without 
leakage in other directions, concentrating the energy at the beam’s 
center. Once the initial handshake is done and the identity is re-
turned to the SightReader, subsequent packets will contain the 
target identity as a key to rule out unwanted targets, which further 
reduces interference from other EchoTags. 

To enhance reliability, data is encoded before being modulated. 
Optical wireless channels require a high SNR to distinguish the 
signal of interest from background noise. EchoSight employs pulse-
width encoding, transforming raw binary bits into a series of digital 
pulses of varying widths. This technique transmits a strong, short 
pulse when data is present and remains idle otherwise, much like 

spotting a bright blinking star against the dark sky. This method 
significantly boosts the contrast between the signal and noise, re-
sulting in a higher SNR and thus enhancing the reliability of the 
data transmission. 

4.5 Other Factors 
Form factor. In designing the SightReader for EchoSight, we 
navigated the delicate balance between maximizing communica-
tion performance and preserving the glasses’ original lightweight 
mobility. This balancing act imposed significant form factor con-
straints. Early prototypes ranged from side-hanging boards on the 
glasses’ arms to earphone-like designs dangling from the bottom. 
Ultimately, we settled on a crab-like design with the SightReader 
mounted atop the glasses. This design, as depicted in Fig. 5, syner-
gizes with the glasses’ top platform, serving both as a holder and 
effectively distributing most of the weight onto the nose pad, thus 
enhancing the wearability of the device. 
Power and heat control. Power consumption and heat dissi-
pation were also critical considerations. The dual LEDs on the 
SightReader, essential for transmitting data, raised concerns about 
power usage and potential overheating, which could endanger the 
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user’s skin. We tackled these issues through two strategies. Firstly, 
to minimize power consumption, we employed pulse-width encod-
ing, allowing the LEDs to remain idle for extended periods and only 
activate briefly for pulses. This approach significantly cuts down 
the board’s power usage compared to continuous LED operation. 
The incorporation of low-power DCDC chips and operational am-
plifiers further aids in reducing energy consumption. Secondly, for 
heat dissipation enhancement, the SightReader utilizes a four-
layer PCB design with extensive copper pours to help dissipate 
heat. Additionally, we developed a CNC-machined LED support 
using brass, as in Fig. 3, which not only stabilizes the LEDs for 
easier assembly but also uses brass to efficiently transfer heat away 
from the device. These design choices have been proven to keep 
temperature increases under 10 degrees Celsius, a safe range for 
human skin contact. 

5 Software Design 

5.1 Android App 
We designed an Android app for EchoSight, which runs on the 
backend computing smartphone. The whole Android project is 
written in C sharp language in Unity version 2022.3.8 f1, with 
XREAL’s official SDK for XREAL X glasses NRSDK v2.2.0. When 
building the app, an Android Studio project is generated from Unity 
and compiled, creating an app file to be installed on the phone. This 
app is finally run on the phone and displayed in the glasses. 

5.2 User Interface 
The UI design of EchoSight employs a straightforward interaction 
logic: when users focus on a target object, pointing and lightly tap-
ping with a finger, a guide menu emerges from the left side of the 
AR interface after the identification is done. The menu offers what 
gestures and their functions are supported for further operation. 
Should the user’s attention shift away from the object, the menu 
vanishes. The elements such as images, buttons, and labels are con-
veyed in XML format. The UI elements are first serialized by the 
transmitter into an XML-compliant string for optical transmission, 
and de-serialized to reconstruct the XML object at the receiver, sim-
ilar to how a HTML Document Object Model (DOM) is delivered on 
web pages. This is done by utilizing C sharp’s XmlSerializer library. 
The reconstructed objects are then used to populate NRSDK’s pre-
defined UI containers for displaying. Note that real-time contextual 
data from the target EchoTag is utilized for each interaction, elim-
inating the need for a matching database or network-based data 
retrieval, as all exchanges are local and on-demand. SightReader 
identifies EchoTag and triggers interactions using only the locally 
exchanged data, offering scalability and flexibility for walk-in sce-
narios such as museum tours, urban navigation, and interactive 
learning. 

5.3 Indicator and Feedback 
A circle crosshair aiming indicator is drawn in the center of the UI to 
help the user better aim for the target device when doing one-step 
identification. To help users get a grasp of when the identification is 
triggered and done, we add acoustic feedback to the system. When 
identification is done and both device ID and menu content are 
fetched, the system will play a ’menu-open’ sound effect. When 

the user looks away from the previous target device, the system 
will recognize this focus shift and automatically close the previous 
hologram menu, with a “menu close” sound. 

6 System Evaluation 
In system evaluation, we focus on evaluating pure hardware per-
formance, to explore whether the optical link itself is robust and 
capable of supporting common room-scale AR/VR applications. 
Two aspects are considered: 1) the communication performance, 
including the maximum communication distance, view angle, and 
data rate. 2) power-related metrics, including the power consump-
tion and dissipation. 

6.1 Setup and Procedure 
Setup. Our system evaluation utilized XREAL X glasses paired 
with a Samsung Galaxy S21 smartphone, which served both as the 
power source and the computing platform for the glasses. This 
setup choice by XREAL aimed to address the glasses’ limitations in 
handling compute-intensive tasks independently. We developed the 
data processing pipeline in Kotlin for Android and deployed the app 
on the smartphone. This app interfaces with the AR wrapper app 
Nebula to automatically enter AR mode and present a holographic 
UI upon activation. 
Procedure. For assessing communication capabilities, we con-
ducted experiments under three lighting conditions: direct sun-
light (1000 lux), standard office lighting (400 lux), and darkness 
(100 lux). We tested downlink and uplink performance across vari-
ous distances and angles, recording the overall data error rate to 
gauge reliability. Furthermore, we determined the maximum data 
rates for both uplink and downlink communications at a 3-m dis-
tance under typical office lighting conditions. This was achieved by 
continuously transmitting a predefined 32-byte message and mon-
itoring the error bits and instantaneous bit rate. All experiments 
were repeated thrice, with results reported as averages. For power 
metrics, we employed a Monsoon HV Power Monitor to track the 
voltage and current consumption of both the SightReader and the 
EchoTag. Additionally, we used a FLIR Lepton 3.5 thermal camera 
to observe the SightReader’s power dissipation. Power consump-
tion was measured while the SightReader transmitted random 
data every 10 seconds, simulating a standard interaction pattern. 

To evaluate the impact of angular specificity on EchoSight’s 
real-world usability and scalability, we conducted two experiments. 
First, we measured the minimal conflict-free distance between two 
EchoTags. With the SightReader fixed, we placed the EchoTags 
on an arc equidistant from the user. The left EchoTag was aligned 
with the SightReader. We gradually reduced the angular separa-
tion between the EchoTags and used the SightReader to identify 
the left EchoTag at each position. A 32-byte random string was sent 
to and returned from the EchoTag, with identification considered 
successful if the returned string matched the sent one. We repeated 
the process 1000 times per position and calculated the conflict-free 
identification rate as the ratio of successful identifications to total 
transmissions. A 5◦ lens was used for the SightReader. Next, we 
determined the maximum EchoTag density without performance 
degradation. We repeated the previous experiment with different 
lens FoV settings (1◦ , 3◦ , 5◦ , and 10◦). For each FoV, we identified the 
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(b) Uplink Distance. 
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(d) View Angle. 

0 10 20 30 40 50 
Inter-tag…Separation…on…Arc…(cm) 

0… 

20… 

40… 

60… 

80… 

100… 

Id
en

tif
ic

at
io

n…
R

at
e…

(%
) 

Angular…Separation 

Distance 

1.0…m 

2.0…m 

3.0…m 

4.0…m 

5.0…m 

6.0…m 

(e) Angular Specificity. 
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Figure 6: Results for the system evaluations. (a)(b) The curves below the acceptable threshold represent the working ranges 
under each condition. (c) The dashed lines represent the averaged current for SightReader and EchoTag over time. (d) This is 
a polar graph representing the BER with respect to different view angles. From origin point, each half circle represents a same 
BER level. For example, the dashed half circle represents a BER of 10−3 

. The green shaded area represents the FoV under the 
acceptable threshold, which is −60◦ 

to 60◦ 
. (e) The inter-tag separation is depicted in centimeters for intuitiveness, defined as 

the distance ensuring no interference between two EchoTags. Specifically, it is the separation at which the beam projection 
area fully covers the left EchoTag without crossing the center line of the right EchoTag. The alignment detection algorithm 
detailed in Fig. 4 ensures the silencing of the right EchoTag. (f) The curve illustrates the maximum number of deployable 
EchoTags within a 1 m arc length under various distances and lens FoV settings. The highlighted area represents the common 
range for most look-and-control interaction scenarios. The upper limit is constrained by the current form factor of EchoTag. 
(g) The violin plot displays the success identification rate when communicating with a stationary EchoTag as the SightReader 
tilts. The inner boxes indicate the precise data distribution, while the outer violin shape serves as a concentration indicator. (h) 
The heatmap represents the mean identification rate at various distances when the SightReader is tilted. Note that extreme 
tilting significantly affects performance at larger distances. 

minimum separation that maintained a 95% identification rate and 
calculated the maximum number of EchoTags deployable within a 
1-m radius without conflict. 

Finally, we evaluated the influence of head tilting through two ex-
periments. First, we assessed the tilt effect on a single EchoTag. We 
positioned an EchoTag 3 m from the SightReader, both mounted 
on tripods. The SightReader was attached to a servo for precise 
angular rotation. We rotated the SightReader from 0◦ to 90◦ in 15◦ 

increments. At each angle, we repeated the identification process 
1000 times as in the separation experiment and recorded the results. 
Next, we evaluated the tilt effect at various distances by moving 
the EchoTag to different positions and repeating the identification 
process. To capture real-world performance, for the same distance, 
different locations with various lighting conditions were mixed, 
and the average results were recorded. 

6.2 Communication Performance Results 
We can see from Fig. 6a and Fig. 6b that lighting conditions have a 
significant impact on communication reliability. If we take 10−3 as 
the threshold the communication is considered reliable, the down-
link and uplink of EchoSight can work up to around 5.5 m and 
5.0 m respectively. For the viewing angle, we can conclude from 

Fig. 6d that at a threshold of 10−3 , EchoSight supports around 
±60◦ , in total a 120◦ . In other words, if the angle between the user’s 
location and the normal line of an EchoTag is within ±60◦ , he 
can communicate with it by looking at it without confusion. This 
performance allows EchoSight to support common room-scale 
directional interaction applications. 

We measured the maximum supported data transmission rate for 
the bidirectional communication. The downlink features a raw data 
rate of up to 110 kbps without any error correction code applied, 
and the uplink supports up to 512 bps. This asymmetry is limited by 
the inherent working principles of SLM modulators [4]. SLMs are 
commonly used in monitor screens. They modulate light by chang-
ing the arrangement of internal liquid crystal molecules, limiting 
their maximum refresh rate to the hundreds of Hz. Since in most 
responsive interactions, most information is sent in the downlink 
and the uplink mainly carries responses, we argue that the current 
data rate is able to support common bidirectional scenarios. 

6.3 Power Performance Results 
The power performance of EchoSight demonstrates high effi-
ciency, as detailed by the current consumption patterns of both 
the SightReader and the EchoTag, illustrated in Fig. 6c. The data 
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shows that the power consumption directly correlates with the 
pulse emissions. The SightReader exhibits a peak current con-
sumption of approximately 150 mA, yet its average consumption 
is maintained around 20 mA, showing the effectiveness of pulse-
width encoding in minimizing average power use. Meanwhile, the 
EchoTag, equipped with low-power integrated circuits (ICs) and 
microcontrollers (MCUs), along with the SLM modulators that draw 
minimal current, shows an average current consumption under 10 
mA. Given a 3 V power supply, the EchoTag consistently consumes 
tens of milliwatts of power. In real-world deployment, EchoTags 
are not continuously active; they only activate for on-demand 
transmission, significantly reducing average power consumption 
for long-term use. For ultra-low-power applications, the onboard 
MCU’s deep sleep mode and scheduled power cycling can further 
decrease the average current consumption to microamperes, en-
abling EchoTags to operate on standard batteries for years. 

Regarding power dissipation, the temperature increase within 
the LED area was measured to be around 7◦ Celsius. Given room 
temperature conditions, such a temperature rise does not pose dis-
comfort to human skin. These findings validate the design choices 
discussed in §4.5, confirming their practicality and efficiency in 
managing power consumption and dissipation. 

6.4 Scalability and Usability Results 
Fig. 6e shows the identification rate as a function of inter-tag sepa-
ration, reported in centimeters of arc length. As angular separation 
increases, beam coverage avoids out-of-focus tags, improving the 
identification rate. For an acceptable threshold of 95%, at typical 
interaction distances (up to 3 m), the minimum distinguishable 
separation is 10 cm edge-to-edge. This allows for high-density de-
ployment without confusion, as most devices are placed tens or 
hundreds of centimeters apart. With a fixed 5◦ lens FoV, the system 
can distinguish tags as close as 10 cm without performance degra-
dation, such as misidentification or selecting multiple tags. Minor 
misalignment is tolerated, as long as the signal difference is within 
the threshold, as described in §4.4. 

Fig. 6f shows results with varying lens FoV settings. For the typi-
cal 2-3 m interaction distance, a 5◦ lens supports up to 7 tags within 
1 m. For higher-density scenarios, narrower lenses are effective; a 
1◦ lens supports up to 16 tags within 1 m at a 5 m distance. However, 
due to the tag size (6 cm × 6 cm), a hard limit of 16 tags applies. 
To support higher densities, narrower lenses, and customized form 
factors can be used. 

Fig. 6g presents communication results with a single EchoTag 
at various head tilt angles. The identification rate stays high (> 90%) 
up to 60◦ . Beyond this, it drops sharply, reaching around 70% at 75◦ , 
with increased variance. This is likely due to the SightReader’s 
beams rotating with the head, ensuring consistent intensity at mod-
erate tilts. However, at larger angles, the beams’ optical centers 
deviate from the EchoTag’s PDs, increasing susceptibility to noise 
and uneven backscattering. Overall, the system performs well with 
head tilts up to 60◦ , and while extreme tilts are rare in typical 
interactions, performance decreases beyond this threshold. 

Fig. 6h shows the mean identification rate across tilt angles and 
distances. The rate remains above 90% for up to 30◦ at all distances, 
though averaging across various lighting conditions results in a 

slight decrease compared to Fig. 6g. As tilt angles increase, the 
rate decreases, especially at longer distances. For instance, at a 
90◦ tilt, the rate drops to around 53% at 500 cm but stays above 
80% at shorter distances. While large tilts are uncommon, future 
applications may require more aggressive error correction and 
retransmission protocols to support higher tilt angles. 

7 User Study 
In the user study, we aim to evaluate the usability of EchoSight. 
Specifically, we want to verify whether the two design ideas of 
EchoSight, namely one-step identification (§4.3) and connection-
free communication (§4.4), can effectively improve the overall inter-
action experience in daily AR applications, compared to traditional 
scan-based methods (e.g., QR Code) and voice-based methods (e.g., 
voice control). 

7.1 Setup 
As shown in Fig. 7, we set up an emulated IoT environment with 
three devices: one smart lamp, one RGB night light, and one smart 
speaker. Three interaction methods are provided for each device: 
scan-based method using QR Code, voice control method, and 
EchoSight. As described in Tab. 2, for each method, we split the 
whole interaction process into multiple phases. The detailed span 
of each phase is summarized in Fig. 8. 

Each device is integrated with a BLE module for wireless connec-
tion, a QR Code containing the device ID for the scan method, and 
an EchoTag to enable interaction with our system. For a fair com-
parison, the QR Code is printed with an equal size to the EchoTag 
(i.e., 6 cm x 6 cm). For EchoSight, we use XREAL X AR glasses as 
the base AR platform, and a SAMSUNG Galaxy S21 as the comput-
ing backend. 

We recruited 12 participants (7 males, 5 females, mean age = 
24.2). Participants have various experiences with VR/AR systems: 3 
had extensive experience, 4 had light familiarity, and 5 had little or 
no experience. Participants were seated on a sofa 2 m away from 
three devices. They are allowed to stand up and move closer if 
preferred to better scan or interact with the devices. 

7.2 Procedure 
The study started with a short introduction and training session. 
Participants were familiarized with the AR glasses, SightReader, 
and EchoTag, followed by a 10-minute demonstration of the proto-
type’s operation. This included learning how to activate AR mode 
on the XREAL glasses, navigate the holographic UI using gaze 
and gestures, and interact with IoT devices using EchoSight ’s 
features like point-to-identify and pitch for further commands. Fol-
lowing this introduction, participants practiced simple tasks such 
as adjusting light brightness or hue. 

After mastering the basics, participants undertook a high-level 
task independently. The task includes a timed session and a free 
session. In the timed session, the users were asked to complete 
three out of six pre-defined actions (i.e., lamp brightness up/down, 
RGB light hue warmer/colder and speaker on/off), according to 
a randomly generated action list. The order of the actions is ran-
domly arranged and counter-balanced, so it may require users to 
switch between three targets during the session. They were asked 
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Figure 7: The user is conducting the study in the emulated living room. (a)(b) The user sends hue control commands to the 
target RGB light according to the prompts displayed in the hologram UI and uses the ‘pinch’ gesture to change the warmth of 
the RGB color by moving up/down and left/right. (c)(d) An EchoTag and an equal-sized QR Code are equipped with the RGB 
light and the smart lamp. 

Figure 8: Phases of the whole interaction. Deployment and phase 0: New devices need registration to map their virtual IDs 
in the database to the physical objects. This registration process is a one-time setup and is unnecessary in the interaction 
afterward. Phase 1 - 3: These are the decomposed phases for a normal interaction process, recorded in the study. 

to complete the actions three times in total, each time using one of 
the provided interaction methods. 

To investigate the interaction details, we recorded the time con-
sumption during each phase of normal interaction and calculated 
the mean value and the standard deviations for each phase using 
each method. The span of each phase is described using arrows 
in phase 1-3 in Fig. 8. Note that registration is a one-time setup 
before using these IoT devices, and its period is out of the scope 
of the study and thus not recorded. This multi-phase time data 
decomposes a normal interaction into finer-grained parts and helps 
to gain objective insights into the benefits and drawbacks of each 
method. 

In the subsequent free session, participants experimented with 
all three methods without specific objectives, allowing for impro-
visation. Afterward, they were asked to complete a NASA-TLX 
questionnaire addressing mental and physical load, fluency, and 
frustration on a 1-7 Likert scale, followed by a brief interview to 
gather additional insights. These steps aim to collect and quantify 
subjective feedback from the users over each method. 

7.3 Study Results 
Multi-phase time consumption. Fig. 9 shows the result for the 
three stages during a normal interaction process. For the identifi-
cation phase, EchoSight presents a 5x time reduction compared 
to two other traditional methods. This is reasonable due to the 
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Table 2: Explanation of Three Interaction Methods. 

Phase 0: Registration Phase 1: Identification Phase 2: Connection Phase 3: Action 

Scan 
Manually mapping 
decoded QR Code ID 
with physical device 

Look at the device 
and hold still to scan 

Need BLE or 
Wi-Fi connection 

Gesture control 
with the UI buttons 
and sliders 

Voice 
Manually mapping 
device name with 
physical device 

Say the device name 
Need BLE or 
Wi-Fi connection 

Say the command 

EchoSight No registration Look at the device 
No connection, 
data is communicated 
point-to-point 

Gesture control 
according to the 
prompts in UI 
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Figure 9: The time consumption for each phase of the task 
using each method. The mean value is shown next to each 
bar and the standard deviation is shown as error bars. 

one-step identification design. Specifically, by reducing the tradi-
tional scan-and-match routine to a simple direct ID acquisition 
via the optical link, EchoSight effectively removes the extra over-
head caused by QR Code scanning or completely says the name 
of the device. We also observe two interesting facts about the two 
other methods: the scan-based method is strongly affected by the 
habits of the user: The randomness of steadiness when scanning, 
whether choosing to move closer for better scan quality, all bring a 
large variance to the total identification time. Also, a two-sample 
t-test and an F-test show that voice command has a small mean 
value and a smaller variance compared to QR Code scanning (both 
cases 𝑝 < 0.001). We observe that for voice identification, the time 
for saying the device name is relatively linearly correlated to the 
length of the name. The only factor contributing to the variance 
is a different speak speaking speed. The results for this phase are 
evident that the one-step identification design in EchoSight is able 
to largely improve the identification latency by both reducing the 
mean identification time and bringing a smaller and controllable 
variance. 

For the connection phase, both the QR Code scanning and voice 
control methods need several seconds to establish a wireless data 
link. Two-sample t-test and F-test do not find a significant differ-
ence between them (𝑝𝑡 = 0.75 and 𝑝𝐹 = 0.2). This is due to the same 
BLE 5.0 technology used as the underlying wireless protocol. With 
EchoSight, since there is no connection and the data is directly 
bidirectionally shared in the optical tethering link, this connection 
time is significantly reduced to a short period for authentication 
and point-to-point channel establishment. Note that in practice, 
for some cases like smart home and smart office, devices are very 
likely to be pre-registered and maintain a permanent BLE or Wi-Fi 

connection to a base station or a router. In this case, the latency of 
this phase for the scanning and voice method can be reduced to 
the same order at several milliseconds. However, for other applica-
tions involving more mobile and random opportunistic interaction 
between multiple users and multiple target devices, since no pre-
registration is possible, the connection would still bring a lot of 
overhead. For example, interacting with random retailing robots 
in public airports or museums still requires connection switching 
across different areas with different BLE or Wi-Fi networks. In this 
sense, the design of connection-free communication in EchoSight 
is able to keep a consistent low latency in all cases. 

Finally, in the action phase, all three methods present a relatively 
long time consumption. The voice method is longer since saying 
out the complete command and completing the recognition requires 
some time. For QR Code scanning and EchoSight, users interact 
with the virtual hologram UI elements or directly manipulate them 
with their hand gestures. Two-sample t-test presents no significant 
difference between the mean value (𝑝 = 0.31). Although the con-
tribution of EchoSight does not cover this phase, we do believe 
that the latency of this phase can be further reduced using new 
interaction technologies like eye-tracking [20]. 
Subjective feedback. The questionnaire result shown in Fig. 10 
focuses on mental load, physical load, fluency, and frustration to 
gauge users’ subjective feedback across three methods. For all four 
metrics, both EchoSight and voice achieve a better score. For 
mental load and fluency, the majority of the scores for voice and 
EchoSight lie in the range of 1-4. This shows that users prefer 
interaction schemes that resemble human nature, be it responsive 
look-and-control like EchoSight, or voice control like using Siri. 
We can also see that EchoSight gives more sense of fluency to 
users compared with other methods. Specifically, we notice that 
the QR Code scan-based method does not perform well in all of the 
four metrics. To figure out the reason for this, we collect relevant 
feedback from the final interview. Here’s one of them from P7: 

“The problem is not the QR Code itself, but the extra 
effort I need to move to the right position, keep still 
for a while, and get it scanned. This lagging is hard to 
ignore and a bit annoying when you have to switch 
between targets, and the whole interaction feels like 
two halves, not as holistic and natural as the other 
two methods.” 
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Figure 10: Likert scores for the questionnaire. Each tick rep-
resents one score. For each method on each index, a total of 
12 scores are collected. 

Feedback from other participants also indicates the same under-
lying idea: one-step interaction feels more natural. With EchoSight 
and voice control, the user is able to interact with smart objects in 
a way similar to natural interaction, by simply looking and con-
trolling or voice. With scanning, the process is split into a scan 
stage and an interacting stage, making a less fluent experience. The 
participants also mentioned that the voice method is not suitable 
for privacy-sensitive cases like public services, while EchoSight 
is still able to keep silent and keep the interaction confined to the 
user’s context. 

In conclusion, participants appreciate the design of EchoSight 
and find it natural and smooth to use. Both the quantitative and the 
qualitative results affirm the design of EchoSight helps to improve 
the overall fluency in bidirectional interaction scenarios. 

8 Application 
We demonstrates three applications with EchoSight’s new bidi-
rectional interaction support, shown in Fig. 11. 

8.1 Multi-target Human-robot Collaboration 
Within the industrial sector, human-robot collaboration remains 
a critical challenge, marred by non-intuitive interactions and inef-
ficient switching between multiple robots. In terms of interaction 
processes, EchoSight employs optical methods for fast target iden-
tification, allowing for precise interaction without the need for 
additional switching operations. Regarding interaction logic, once 
aligned, simple hand gestures can be used to bring up a detailed 
collaboration menu and access the target robot’s status information. 
The continuous collaboration commands are transmitted entirely in 
the optical data link via connection-free communication, creating a 
reliable low-latency performance. This capability has the potential 
to make collaboration more intuitive and efficient, and speed up 
the critical production steps of the whole industrial production 
pipeline. 

8.2 IoT Smart Office/Home Control 
This application demonstrates the capability of our system to ac-
complish a variety of target tasks indoors, embodying the vision of 
the IoT to achieve a connected world. For instance, within an IoT-
enabled smart office setting, we can control the printer to switch 
on and print specific documents, and adjust the brightness of the 
workspace, all without leaving our seats, enhancing office produc-
tivity. In the context of an IoT smart home, lying in bed, we can 
simply use EchoSight to check the indoor temperature and adjust 
the air conditioner, or with a simple gesture, turn on the TV right 
in front of us to watch our favorite program. This look-and-control 
interaction illustrates the potential of integrating EchoSight with 
IoT for more efficient interaction, creating a more personalized 
living and working environment. 

8.3 AR Social Application 
EchoSight can enhance the social experience in future AR-based 
social applications. When wearing EchoSight, users can obtain 
the electronic business cards of their interaction partners simply 
by looking at them during social activities and can save their infor-
mation with simple gestures. Users can also display their Facebook 
updates on the EchoSight interface, where viewers can like posts 
with a simple thumbs-up gesture. Compared to the ease of losing 
paper business cards and the inefficiency of scanning QR Codes or 
searching to add friends on mobile phones, the EchoSight system 
better aligns with the natural habits of interpersonal communica-
tion. By focusing on someone, you can simultaneously retain im-
portant information and display comprehensive background details, 
while remaining silent. This design greatly improves the efficiency 
and quality of interpersonal interactions. 

9 Discussion and Future Work 
Security and privacy. EchoSight leverages the directionality 
of optical beams for alignment, making it challenging for attack-
ers to eavesdrop on the optical channel without being precisely 
aligned along the straight optical path. This significantly raises the 
barrier against casual eavesdropping and man-in-the-middle at-
tacks. In future work, we plan to integrate well-established security 
protocols from web and RF technologies to enhance EchoSight’s 
security. For SightReader side, we will explore biometric authenti-
cation [6] to prevent unauthorized access. On EchoTag side, digital 
signatures [30, 41] can deter malicious fake nodes, and Physical 
Unclonable Functions (PUFs) [25] can generate unique, unclonable 
digital identifiers. For the communication channel, we will imple-
ment asymmetric encryption, such as ECDH [24], for secure key 
exchange and symmetric encryption, such as AES [1], for subse-
quent secure communication. This will thwart rogue transmitters 
from deciphering intercepted data, even if they manage to intercept 
it along the direct path. In terms of privacy, compared to previous 
CV-based work that relied on the camera for scanning, EchoSight 
only uses PDs for reception, which has no spatial resolution and 
thus does capture user-specific data. For sensitive application-layer 
data, hardware encryption technologies, such as Hardware Security 
Module (HSM) [62] can be employed to securely store data on-board 
and prevent data leakage. As a future direction, we recommend in-
vestigating the roles and responsibilities of system controllers and 
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Figure 11: Three applications of EchoSight. (a) With EchoSight, a user can control robot cars or drones in sight directly with 
gestures. The directionality of EchoSight will ensure a point-to-point control between the user and the target robot. Switching 
between multiple robots no longer requires complex connection switching, but is as simple as looking at them. (b) In daily IoT 
scenarios, users can interact with different IoT devices scattered around the room, without moving around or selecting them in 
a menu. Most common functions like selecting documents for printing, and turning on/off fans or lights, can be completed by 
looking and a simple “pinch” gesture. (c) In AR social applications, the users can look at a stranger and unobtrusively fetch the 
public information such business card. The feedback of EchoTag will make sure the user gets the wanted information while 
remaining silent. 

users in interactive environments, particularly regarding control 
over critical components like IR transmitters. A Role-based Ac-
cess Control (RBAC) system [46] could regulate user access, while 
real-time monitoring and anomaly detection could prevent rogue 
signal interference. Additionally, we advocate for the development 
of industry-wide security standards, including encryption, authen-
tication, and intrusion detection, to ensure safe, secure interactions. 
These efforts will help establish trust in interactive technologies 
like EchoSight and promote their widespread adoption. 
Relevance to future networking technology. EchoSight offers 
a novel physical-layer solution that is transparent to higher-level 
protocols, enabling bidirectional interaction by eliminating manual 
selection and accelerating communication through a connection-
free optical tethering approach. While future networking technolo-
gies such as 6G or 7G networks may offer improved data rates and 
reduced transmission delays, the current bottleneck in bidirectional 
interaction, as depicted in Fig. 8, is not the networking technology 
itself but the prerequisite phases, particularly the identification and 
connection establishment phases. Therefore, EchoSight’s capacity 
to streamline interactions by simplifying device identification and 
communication setup will complement future connectivity enhance-
ments, positioning it as a versatile solution for next-generation, 
high-density, and low-latency smart environments. We envision a 
future where directional technologies like EchoSight are utilized 
for the initial pre-communication handshake phase, with other 
networking modalities serving as the follow-up high-throughput, 
low-latency communication carriers. 
More flexible alignment. The implementation of EchoSight cur-
rently relies on head orientation for system alignment, which suits a 

wide range of applications. However, for scenarios demanding ultra-
precise alignment, incorporating eye-tracking technology could 
significantly enhance accuracy. Future iterations of EchoSight 
could employ Micro-Electro-Mechanical Systems (MEMS) mirror 
technology to adjust the direction of downlink light beams in real-
time, aligning with the user’s eye movements. Using head position 
to determine general focus and eye direction for pinpoint accuracy, 
this dual-level control promises to refine interaction granularity 
further. Integrating this feature with advanced AR devices like 
the Apple Vision Pro, which already boasts mature eye-tracking 
capabilities, could unlock new, precise application scenarios. For 
customized, lightweight solutions like EchoSight, this will necessi-
tate a more complex optical front-end, featuring dual galvanometers 
for 2D beam steering and an adjustable aperture for fine-tuning the 
beam projection area. Additionally, it will require lightweight track-
ing and focusing algorithms capable of running on mobile devices. 
While this advanced customization is beneficial, it is non-trivial 
and thus we reserve it for future work. 
Asymmetric data rate. Additionally, while EchoSight currently 
supports a downlink data rate of approximately 110 kbps, the uplink 
data rate is limited to 512 bps. This asymmetry may not impact 
many current applications but could limit future use cases requiring 
real-time, high-speed tethering in both directions, potentially reach-
ing several Mbps. To accommodate these demands, transitioning 
from LED-based communication to laser technology could provide 
a solution. Lasers would not only enable more precise alignment 
but also harness the full potential of backscatter-based data links, 
offering high-speed, low-power laser transceivers for enhanced bidi-
rectional communication. This evolution of EchoSight technology 
could vastly broaden its applicability, from gaming and industrial 
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automation to intricate IoT ecosystems and beyond, setting a new 
standard for AR interaction fidelity and responsiveness. 

10 Conclusion 
In this paper, we introduce EchoSight, a system for AR glasses 
that provides efficient bidirectional interaction. Utilizing infrared 
backscatter communication, EchoSight addresses two key chal-
lenges of traditional QR Code scanning and voice control methods, 
namely accurate identification and low-latency communication. 
By reducing identification to a one-step process and offering flex-
ible, connection-free communication, EchoSight enhances AR’s 
capability to actively alter the physical world, while providing a 
holistic bidirectional interaction. Through system evaluation and a 
user study, we demonstrate that EchoSight improves interaction 
efficiency and fluency in common bidirectional AR scenarios. 
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